
















 

5 CONCLUSIONS AND FUTUTURE WORK 

       The aim of this study is to classify the 

children with ADHD in academic environment. 

Decision tree algorithm is applied for real data set of 

100 records. The splitting attribute is selected based 

on the attribute gain, thus could achieve 98% 

accuracy in 5 levels with better time complexity. 

Classification rules are extracted from the decision 

tree and refined to 8rules for classifying ADHD. This 

is the first step towards generating rules for ADHD 

category. We also focus our attention to reduce the 

time complexity by generating a pruned tree and to  

improve its performance.  

 

6 REFERENCES 

[1] Bozkir.A, Sezer.E.A, Predicting food demand in 

food courts by decision tree approaches, vol 3, 2011, 

pp 759-763. 

[2] Ciuhan.G, C.Vasilie, Efficiency of experiential 

psychotheraphy in the treatment of children with 

attention deficit hyperactive disorder, vol 5, 2010, pp 

920-925.  

[3] Danciu.E.L, Multidisciplinary approach of the 

attention deficit hyperactive disorder (ADHD)         

between hope and reality, vol 15, 2011, pp 2967-

2971. 

[4] Estruch.V, Ferri.C,Hernandez-Orallo,Ramirez-

Quintana,Web Categorization Using Distance-                

Based Decision Trees, vol 157,2006,pp 35-40. 

[5] Farhoodi.F,Rostami.R,Abdolmanafi.A,Amiri.M,A 

study and comparison of the symptoms of Attention 

Deficit Hyperactive Disorder(ADHD) among patients 

with substance use disorder and normal people, vol 

5,2010,pp 892-895. 

[6] L.Hao, Sun.W, Forecasting and Evaluating Water 

Quality of Chao Lake based on an Improved 

Decision Tree Method, vol 2, 2010, pp 970-979. 

[7] Lu.H,Hu.X,Yang.B,A Knowledge Roughness 

Based Approach to Hybrid Decision Tree 

Construction, vol 29,2012,pp 1544-1548. 

[8]Lopez.V,LopezCalderon.J,Ortega.J,Kreither.J,Carr

asco.X,Rothhammer.P,Rothhammer.F,Rosas.R,Aboit

iz.F,Attention deficit hyperactive disorder involves 

differential cortical processing in a visual spatial 

attention paradigm vol 117,2006,pp 2540-2548. 

[9] 

M.O‟Keeffe,Pajoohesh.H,Schellekens.M,Decision 

Trees Of Algorithms and a Semivaluation to Measure 

Their Distance,vol 161,2006,pp(175-183). 

[10] Poushaneh.K, Bonab.B.G, Namin.F.H, Effect of 

training impulse control on increase attention of 

children with attention-deficit/hyperactive disorder, 

vol 5, 2010, pp 983-987. 

[11] Sun.Z, Ye.Y, Huang.Z, A Cluster Tree Method 

For Text Categorization, vol 15, 2011, pp 3785-3790. 

[12] Yu.L.Wanli, A new genetic programming 

algorithm for Building decision tree, vol 15, 2011,pp 

3658-3662. 

 

 

 

 

 

 

 

J Anuradha et al, International Journal of Computer Science & Communication Networks,Vol 2(2), 295-303

303

ISSN:2249-5789




