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(Distance Preserving Crossover) is implied. Instead of 

selecting the random values from the parent, a Fuzzy 

rule is defined here to select the optimal sequence. The 

proposed system is about to optimize the results driven 

from the Genetic algorithm in case of DPX Crossover.  

 

3.1 Proposed Algorithm 

       The proposed Algorithm for Solving TSP i.e. 

Hybrid Genetic Algorithm is described as below: 

1. Define the initial random population 

2. Define the fitness rule to minimize the distance 

covered by visiting all cities 

3. For i=1 to MaxIterations 

[Repeat steps 4 to 7] 

4. Select two random parents from the population set 

that follow the fitness rule. Called parent1 and 

parent2 

5. Perform the fuzzy inspired DPX Crossover on 

these two parents to generate the child node. 
ChildNode= FuzzyDPX(parent1,parent2) 

6. Perform the Random Mutation algorithm. 

7. Recombine the obtained value in the population 

set. 

8. Return Optimized Sequence 

9. Generate the graph of path sequence. 

 

4. Result Analysis 

     Genetic Algorithm computational analysis for both 

DPX and fuzzy inspired DPX  has also been made for 

comparison. Results obtained  from DPX  and fuzzy 

inspired DPX for Traveling Salesman Problem in 

MATLAB environment are presented as below. 

 

Figure  1  Initial City Network 

As we can see in Figure 1. the initial city network is 

shown. We have taken 100 number of cities and there 

is path between each pair of city with some specific 

length. The axis values here shows the maximum 

available area to the city. 

 

Figure 2  Iteration wise Fitness Value of DPX 

The work here is processed for 100 iterations as shown 

in Figure 2. In this figure the output is shown in 

tabular form with two columns. First column shows 

the iteration number and second column shows the
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total distance path. As we can see with the iterations 

the total distance covered is being reduced and is 

36544.6 in case of DPX . 

 

Figure 3  Iteration wise Fitness Value of Fuzzy 

Inspired DPX 

The work here is processed for 100 iterations as shown 

in Figure 3. In this figure the output is shown in 

tabular form with two columns. First column shows 

the iteration number and second column shows the 

total distance path. As we can see with the iterations 

the total distance covered is being reduced and is 

32321 in case of fuzzy inspired DPX. 

Table  1. Comparison Between DPX and Fuzzy 

Inspired DPX 

 

From Table 1 we conclude that Fuzzy Inspired DPX 

calculate distance 32321 whereas DPX calculate 

36544.6 distance after 100 iterations. Thus Fuzzy 

Inspired DPX gives better result than DPX. 

 

5. Conclusion  

     The present work deals with the optimization of 

travelling salesman problem which belongs to family 

of NP hard. NP hard problems are very difficult to 

solve as optimal solution in a reasonable time is not 

possible. The various exact methods such as branch 

and bound, Integer programming, Dynamic 

programming etc. can be used for exact solution but 

they consumes more time and hence not desirable. So, 

researchers are using various approximate algorithms 

for solving NP hard problems in a very reasonable 

time. Genetic algorithm, simulated annealing etc 

belongs to the main class of approximate algorithms 

which are based on the population and local search 

techniques inspired by nature. However main 
limitation of that algorithm is that they provide near to 

optimal solution in a very reasonable time but does not 

  S 

NO. 

ITERATION DPX FUZZY 

INSPIRED 

DPX 

1 60 40435.2 37577.9 

2 70 39166.2 35362.5 

3 80 37835.3 33847 

4 90 37365.7 33206.5 

5 100 36544.6 32321 
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guarantee optimality. Hence, different researchers are 

still working on such approximate algorithms to 

improve its optimality in a reasonable time for NP 

hard problems. 

   Simple genetic algorithm (SGA) have been used in 
literature for NP hard problems and SGA generate 

initial population randomly and drawbacks of the 

algorithm is that, the choice of the initialization 

procedure has an important influence on the quality of 

solution and a better initial solution might provide 

better results. Due to the large search space in TSP, it 

is expected that random generation of initial solutions 

provides relatively weak results. For this, initial 

solution is obtained by application of heuristics for 

finding near to optimal results in a very reasonable 

time. In this case, the special heuristic which is 

proposed for generations of initial chromosome and 

hybrid to SGA and named as HGA. 

 

6. Future Enhancement 

 
   Implementation of Hybrid Function: A hybrid 

function is another minimization function that runs 

after the genetic algorithm termination. Any other 

Meta-heuristics may be hybrid after GA to improve 

the solution quality. 

   Designing optimal parameters for HGA: In this 
present work, implementation of fixed parameters 

such as stopping limit, crossover and mutation etc has 

been applied. The work can be extended for designing 

the optimal parameters through statistical approach. 
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