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Abstract 

Optical character recognition (OCR) refers to a 

process of generating a character input 
byoptical means, like scanning, for recognition 
in subsequent stages by which a printed 
orhandwritten text can be converted to a form 
which a computer can understand 
andmanipulate. A generic character 
recognition system has different stages like 

noise removal,skew detection and correction, 
segmentation, feature extraction and 
classification. Results ofthe later stages can 
affect the performance of the subsequent 
stages in the OCR process. Tomake the results 
of the subsequent stages more accurate, the 
skew detection and correctionand 

segmentation play an important role.A good 
part of recent progress in readingunconstrained 
online handwritten text may be described to 
more insightful handling ofsegmentation.This 
paper provides a review of these advances. 
The aim is to provide an appreciationfor the 
range of techniques that have been developed, 
rather than to simply listsources. 
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I. Introduction 

With the development of digitizing tablets and 
microcomputers, online handwriting 

recognition has become an areaof active 
research since the 1960s.This became a need 
becausemachines are getting smaller in size 
and keyboards arebecoming more difficult to 
use in these smaller device.Moreover, online 
handwriting recognition provides a 
dynamicmeans of communication with 

computers through a pen likestylus, as it is 
natural writing instrument and this seems to  

 
 

bean easier way of entering data into 
computers.Character segmentation has long 
been a critical area of the OCR process. The 
higherrecognition rates for isolated characters 
vs. those obtained for words and 
connectedcharacter strings well illustrate this 
fact. Handwriting recognition is a difficult task 

because ofthe variability involved in the 
writing styles of differentindividuals. Writing 
two or more characters by a singlestroke is 
another difficulty for online character 
recognition.Segmentation is one of the 
important phases ofhandwriting recognition in 
which data are represented atcharacter or 
stroke level so that nature of each character 

orstroke can be studied individually.To take 
care of variability involved in the writingstyle 
of different individuals different robust 
schemes to segment unconstrained handwritten 
Bangla words intocharacters has been 
proposed. Online handwriting recognition 

refers to the problemof interpretation of 
handwriting input captured as a stream ofpen 
positions using a digitizer or other pen position 
sensor. Foronline recognition of word the 
segmentation of word into basicstrokes is 
required as a character in Bengali can be 
formed through one or combining more than 

one basic strokes. 

 A number of studies have been done 
for offline recognition of printed Indianscripts 
like Bangla, Devanagari, Gurmukhi, Tamil, 
Telugu,Oriya, etc. Some works are available in 
segmentation ofoffline Bangla handwriting. In 
the earliest availablework on segmentation of 
handwritten cursive Banglawords, a recursive 

contour following approach wasproposed. The 
water reservoir principle based techniquewas 
used for segmentation of handwritten Bangla 
wordimages, where the “water reservoirs” 
were considered asthe cavities between two 
consecutive characters. 
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 Both segmentation as well as 
recognition of onlineBangla handwriting is yet 
to get full attention fromresearchers. Some 
works are available on online isolatedBangla 

character/numeral recognition. 
 

 

II. Bangla script and online 

data collection 
 

Bangla, the second most popular 
language in India, is anancient Indo-Aryans 
language. The alphabet of the modernBangla 
script consists of 11 vowels and 40 
consonants. However, since theshapes oftwo 
consonant characters are the same, there are50 

different shapes in the Bangla basic character 
set. Ideal(printed) forms of these 50 different 
shapes of Banglabasic characters are shown in 
Fig. 1.Thesecharacters are called as basic 
characters. Writing style inBangla is from left 
to right and the concept of upper/lower caseis 
absent in this script. 

 In Bangla, a vowelother than 
following a consonant often take a 
modifiedshape called a vowel modifier (VM). 
Ideal (printed) shapesof these vowel modifiers 
corresponding to 10 vowels(other than  ) are 
shown in Fig. 2. 

It can be seen that most of the 
characters of Bangla have ahorizontal line 

(Matra) at the upper part. From a 
statisticalanalysis we notice that the 
probability that a Bangla word willhave 
horizontal line is 0.994. 

In Bangla script a vowel following a 
consonant takes amodified shape. Depending 
on thevowel, its modified shape isplaced at the 

left, right, both left and right, or bottom of 
theconsonant. These modified shapes are 
called modifiedcharacters. A consonant or a 
vowel following a consonantsometimes takes a 
compound orthographic shape, which wecall 
as compound character. Maindifficulty of 
Banglacharacter recognition is shape 

similarity, stroke size and theorder variation of 
different strokes. 
 

 

Fig.1. Set of Bangla basic characters.Fig. 2. Vowel modifiers of 

Bangla (a) AA; (b) I; (c) II; 

(d) U; (e) UU; (f) R; (g) E; (h) AI; (i) O; (j) AU. 

 

Fig.3. Example of different stroke order for a character having 

four 

Strokes 

To illustrate this stoke order variation in 
Bangla script,Figure-3 shows a Bangla 
character that contains four differentstrokes. 
The left-most column shows the first stroke 
and thisstroke is same for all the three samples 

of three differentwriters. Stroke- order varies 
from the second column onwardsand the final 
(complete) character is shown in the right-
mostcolumns.For online data collection, the 
sampling rate of the signalis considered fixed 
for all the samples of all the classes 
ofcharacter. Online data are collected through 
Wacom tablet.Around 8000-10000 different 

data(bangle online handwritten word) has been 
collected almost by all the researchers those 
who have proposed different techniques of 
segmentation. Thus the number of points M in 
the series of coordinatessamples of all the 
classes of character. The digitizeroutput is 
represented in the format of pi € R 2 X{0,1}; i 

= 1:M,where pi is the pen position having x-
coordinate (xi) and ycoordinate(yi) and M is 
the total number of sample points. 
 

 

III. The role of segmentation in 

recognition processing 

 

Stroke segmentation is an operation 
that seeks to decompose an image of a 
sequence of characters into sub images of 
individual basic strokes. It is one of the 
decision processes in a system for optical 



 
 

character recognition (OCR). Its decision, that 
a pattern isolated from the image is that of a 
character (or some other identifiable unit), can 
be right or wrong. It is wrong sufficiently 

often to make a major contribution to the error 
rate of the system. 

In what may be called the "classical" 
approach to OCR, segmentation is the initial 
step in a three-step procedure: 
Given a starting point in a document image: 
1. Find the next character image. 
2. Extract distinguishing attributes of the 

character image. 
3. Find the member of a given symbol set 
whose attributes best match those of the input, 
and output 
its identity. 
This sequence is repeated until no additional 
character images are found. 

An implementation of step 1, the segmentation 
step, requires answering a simply-posed 
question: 
"What constitutes a character?" The many 
researchers and developers who have tried to 
provide an algorithmic answer to this question 
find themselves in a Catch-22 situation. A 

character is a pattern that resembles one of the 
symbols the system is designed to recognize. 
But to determine such a resemblance the 
pattern must be segmented from the document 
image. Each stage depends on the other, and in 
complex cases it is paradoxical to seek a 
pattern that will match a member of the 
system‟s recognition alphabet of symbols 

without incorporating detailed knowledge of 
the structure of those symbols into the process. 
Thus it is seen that the segmentation decision 
is interdependent with local decisions 
regarding shape similarity, and with global 
decisions regarding contextual acceptability. 
This sentence summarizes the 

refinement of character segmentation 
processes in the past 40 years or so. Initially, 
designers sought to perform segmentation as 
per the "classical" sequence listed above. As 
faster, more powerful electronic - 4 - circuitry 
has encouraged the application of OCR to 
more complex documents, designers have 

realized that step 1 can not be divorced from 
the other facets of the recognition process. 
In fact, researchers have been aware of the 
limitations of the classical approach for many 
years. Researchers in the 1960s and 1970s 
observed that segmentation caused more errors 
than shape distortions in reading unconstrained 

characters, whether hand- or machine-printed. 
The problem was often masked in 
experimental work by the use of databases of 
well-segmented patterns, or by scanning 

character strings printed with extra spacing.  
 

IV. Brief Survey 

 

IV.I  An Analytic Scheme for segmentation: 
 

In 2008 in [1] U. Bhattacharya A. 

Nigam Y. S. Rawat S. K. Parui proposed an 

analytic scheme for character segmentation 
and recognition for online handwritten word. 
Since this work was the first ever attempt 
forrecognition of handwritten online Bangla 
cursive words,simple methods were used 
providing acceptable results onthe handwritten 
data collected by them. 

 Devices used for collecting samples of 
handwritingstores data in a page-wise format. 
For extraction ofindividual lines from de-
skewed pages of onlinehandwritten data, they 
assumed that each new line starts nearthe left 
margin. In fact, this is generally true for 
alldocument pages collected by them. But, in 

more realisticsituations, such an assumption is 
not valid. However, they just located valleys in 
the histogram of x-coordinates ofsuccessive 
points captured by the device as shown 
inFig.4. Separate lines are obtained by 
segmenting thedocument at these valleys. This 
approach does not getaffected either by spatial 
overlapping of consecutive linesor presence of 

out-of-order diacriticals and/or parts 
ofmodifiers (two such possible situations 
shown in Fig. 5)creating only smaller peaks 
and/or closer valleys in theabove histogram. 

 
Fig. 4Segmentation of handwritten text into lines 
 

 
Fig. 5Example strokes that may appear out-of-order 

in the online data. 

 

 
 

    



 
 

Cursive stroke segmentation 

 

  In this present work, authors 
considered an external approach inwhich an 

input online cursive Bangla word is 
segmentedinto characters or their parts before 
the recognition phase. 
 

 
Fig.6. Ideal (printed) shapes of Bangla words. (a) 

the shape has three zones, (b) the shape has no 

upper zone, (c) the shape has no lower zone, (d) the 

shape has only middle zone. 

 
Ideal (printed) shapes of Bangla words have 
generallythree distinct zones. This is illustrated 
in Fig.6. The middlezone is found in the shape 
of every Bangla word while theother two 
zones (upper and lower) may or may not 

bepresent. Also, in printed forms of Bangla 
words, a distinctheadline (matra or sirorekha) 
separating the upper andmiddle zones is 
always present except in a few rare 
words.Consequently, segmentation of printed 
Bangla words isoften based on detection of its 
headline (Matra) [20].  
 

a) Estimation of headline in handwritten 

Banglawords 

 

The present segmentation approach is based 
onestimation of the positions of headline and 
busy zone ofthe input word sample. The 
algorithm is described below. 

 
Compute height (H = y_max – y_min) of the 
word.Set HT_Lim = [A * H], where A (0 <A < 
1) isselected empirically. Then Compute 
frequency distribution of all those yvaluesfor 
which y <HT_Lim (y_min corresponds to 
thetop-most point(s) and y increases 

downwards). Then Set M = modal value of the 
above frequencydistribution. After this Obtain 
S = {y | freq(y) >B * M}, where B (0<B<1)is 
selected empirically. Sety_Top = min (y | y 

∈S). The busy zone is obtained as the 

horizontal stripbounded by y = y_Top and y = 
HT_Lim. 
 
 It is assumed thatA = 0.75 and B = 0.5 based 
on extensive simulationruns using training 
samples of the present database. Theheadline 

is indicated by the row y_Top. 
 

In Fig. 7, an example is shown to describe how 
the abovealgorithm works. In this sample 
word, H = 18 and HT_Lim= 14. Here, the 
successive frequencies (arranged accordingto 

increasing y) of the said distribution are 9, 13, 
14, 9, 10,8, 6, 7, 8, 4, 6, 6, 4, 7. Thus, M = 14 
and S = {i | 0 ≤ i ≤13}. Here, y_Top = 0 and 
this is justified by the fact thatthis particular 
word does not have any part in the upper 
zone (see Fig. 4). 
 

 
Fig.7. Estimated headline of a Bangla word sample 

 

Here, one thing the authors had mentioned that 
the above method fordetection of headline may 
fail in several situations such aswhen different 
parts of the word has different amount 
ofrotations. 

 
b)Computation of segmentation points 

 

Here we obtain the points along the trajectory 
of thepen movement where the pen-tip after 
traveling throughthe busy zone crosses / 
touches the headline (say, at pointS1) and after 

some more time it again enters the busy 
zone(say, at point S2) without lifting the pen-
tip from thewriting surface. Segmentation 
points include (i) midpointsof the parts of 
trajectories between S1 and S2 and 
(ii)endpoints of each constituent strokes save 
for the laststroke.In Figs. 8(a) and 8(d), two 

samples of cursivehandwritten Bangla words 
are shown. Estimated headlinesof both the 
words are shown in Figs. 8(b) and 
8(e)respectively. Both type (i) and type (ii) 
segmentationpoints are shown in Figs.. 8(c) 
and 8(d). Here, type (i)segmentation points are 
enclosed by circles while type (ii)segmentation 
points are enclosed by squares. In the 

firstsample, there are 5 segmentation points 
(S1, S2, S3, S4 and 
S5) of type (i) and 6 segmentation points (E1, 
E2, E3, E4, E5and E6) of type (ii). In the 
second sample, these numbersare 4 and 4 
respectively. 
 



 
 

 
 
Fig.8. Results of segmentation. (a) and (d) Twocursive word 

samples are shown; (b) and (e) estimated 

headlines are shown; (c) and (f) both types ofsegmentation 

points are shown. 

 
 c) Recognition Methodology 

 

After computing the segmentation points 
feature extractions are done on basic bangla 
strokes. For feature extraction 8-directional 
feature vector along with the MQDF classifier 
is used.After recognition of all the segmented 
strokesforming the input word, a verification 
module is called forconstruction of each 

character using one or more strokes.This 
module uses a set of rules and these are 
designedbased on script knowledge and 
training samples of 
thedatabase.Implementation of these rules in 
theverification module is done in the form of 
two look-uptables. In one of them, there are 60 
entries correspondingto 50 basic and 10 vowel 

modifier characters. This table,called character 
table, stores information about possiblestroke 
classes corresponding to each character. It 
alsoprovides information whether a stroke 
alone forms thecharacter or contributes only a 
part of the character shape.In another table, 
called stroke table, there are 73 

entriescorresponding to the possible 73 stroke 
classes. It storesinformation of possible 
character classes in which a givenstroke may 
appear. 
 
Merits and Demerits: 
 

 3.1% of thestrokes segmented by the 
proposed scheme have sufferedfrom under 
segmentation.Overall word level recognition 
accuracy onthe test set is 82.34%. This 
recognition performance hasbeen achieved 
without using any post processing 
scheme.Preliminary investigations show that 
segmentationperformance may be improved by 

combining offline andonline information while 

recognition accuracy could beimproved by 
using a dictionary and/or n-gram. 
 
 

IV.IISegmentation of Online Bangla 
Handwritten Word by Extracting Basic 
Features: 
 

In 2010 in [2] Rajib Ghosh proposed 
another technique for segmentation of Online 
bangla handwritten word by extracting basic 
features of different strokes as well as basic 
features of writing style of bangla handwriting. 
Inthis proposed system the logic of 
segmentation was as follows: Itis known that 
in Bengali handwriting if two adjacent 

characters of any word are connected then 
from the connection point the movement of 
eachstroke is generally downside. By keeping 
this concept in mindit has been seen that in a 
downside movement of a stroke,wehave to 
split that stroke at the pointfrom where the 
downside movement starts. This should be 

done only in the upperzone i.e. first 33% 
portion of the total height of the image. Inthe 
remaining 67% of the image segmentation is 
not needed.Generally people write any word in 
a manner where more thanone alphabets are 
joined with one another. In bangla handwriting 
this joining isgenerally found in the upper 
1/3rd. portion of the image(exception in few 

cases). For example, Figure-9 shows two 
instances of online handwritten word in 
joinedmanner. The algorithm for segmentation 
is as follows: 

 
Algorithm Segmentation: 

Step 1: Each pixel‟s X and Y coordinates of 
the collectedonline word are stored in two 
different variables and penfeature value of 0 or 
1 in third variable for all the strokes of 
thatword. 
 

Step 2: Each third variable value 0 separates 
each stroke ofthe word. Calculate the 30% of 
the height of the entire wordimage. 
 
Step 3: Select at which point of stroke 
segmentation isneeded. Finally segmentation 
is done at those points of same ordifferent 

strokes which required to be segmented. So, 
for this one function is used to check at which 
pixel it is feasible to segment astroke. For this 
purpose it is required to check few features of 
bangla characters such as (i) each pixel‟s 



 
 

distance from the start andend of the stroke, 
(ii) the width of the stroke upto the pixel 
inquestion from the start and end of the stroke, 
(iii) the height ofthe stroke upto the pixel in 

question, (iv) Total stroke distance,(v) Total 
width of the word. After finding these features 
it is required to take the ratio of (a) each 
pixel‟s distance & Total strokedistance as 1:3, 
(b) the width of the stroke upto the pixel 
inquestion from the beginning of the stroke & 
Total width of theword as 1:5 and thus to 
decide at which pixel of a particularstroke 

segmentation is feasible. 
 
Step 4: Now if at a particular pixel it is 
feasible to segmentthe stroke, then first it has 
to be checked whether that pixel‟s y 
coordinatevalue is 30% of the height or not. If 
it is not then therewill be no segmentation. If it 

is, then it has to be checked whether at 
thatpixel downside movement of the stroke 
starts or not. For thischecking it is required to 
take two points pi-1 and pi-2 before the point 
inquestion and similarly two points pi+1 and 
pi+2 after that point. Ifthe y-coordinate of pi-1 
is <= p i-2 and pi <= pi-1 and 

 

 
 

 
 

Fig, 9. Two Examples of online handwritten word written in 

joined 

manner before segmentation. 
 

simultaneously if the y-coordinate of pi+1 >= 
pi and p i+2 >= pi+1(i.e. downside movement 
of stroke) then only at pi stroke issplitted. If at 
a particular point stroke is splitted then 
skipnext 9 or 10 pixels for checking of 
feasibility of segmentation. 
 

Step 5: Repeat step 3 and 4 for each pixels and 
each strokesof the entire word. 
 
By this approach segmentation is done on all 
the wordscovering all the vowel and consonant 
modifiers and alsocovering all the alphabets in 

Bengali language. Figure-10 showsthe images 
of Figure-9 after segmentation. Here, the yield 
of the segmentation will be the word in 
combination of basicstrokes and / or 

characters. 
 

 

 
Fig.10. After segmentation shown in Fig.9. 

 

Merits: In this approach Step 3 prevents 
unacceptable over segmentation of the 
following 15 characters: 
 
A („অ‟), AA („আ‟), BHA („ভ‟), TA („৩‟), E 

(„এ‟), AI („ঐ‟), NYA („ঞ‟), U („উ‟), UU („ঊ‟), 

JA („জ‟), DDA („ড‟), RRA („ড়‟), NGA („ঙ‟), O 

(„ ‟), AU („ঔ‟). 

 
Demerits: But, as different ratios are taken in 
step3, so in some words under-segmentation 
also arises because these threshold values are 
considered based on obtained experimental 
result. The value that gives maximum 
segmentation accuracy is considered, so it may 

not work on some data. Also in this approach 
„Busy Zone‟ of the word image has not been 
considered, so the upper 30% of the word 
image may be far above the headline if the 
modifiersI, II, AU etc. are written with more 
height. So, in these situations, generally, the 
connected point of the adjacent characterswill 

not come within the upper 30% of the word 
image. That‟s why in this approach the correct 
segmentation accuracy is coming around 60%. 
 
IV.III Segmentation of Online Bangla 
Handwritten Word using Busy Zone concept 
   

 A busy zone concept has been used in 

[3] by Nilanjana Bhattacharya, Umapada 

Pal in 2011 to segment Online bangla 
handwritten word into its constituent basic 

strokes. The approach is discussed below. 
 
  



 
 

a) Stroke segmentation 

 

In this work the authors used online 
information whichhas been combined with 

corresponding offline imageinformation for 
improved segmentation. 
 
Segmentation steps: 

 

Make an offline word image from input data 
file. Then, horizontal histogram is found on 
number of pixelsfrom image, i.e. from each 

row of the image, find sum ofcolumns. After 
this, approximate busy zone is identified from 
thehorizontal histogram (Busy-zone of a word 
is the regionof the word where maximum part 
of its characters lie).Busy zone is defined by 
two rows- TOP_LINE andBOTTOM_LINE of 
busy zone (fig. (11)). Now, upper 1/3rd of the 

busy zone is calculated and designated as up 
zone of busy zone and lower 1/3rd of the busy 
zone is designated as the down zone of the 
busy zone. Then all the points are described as 
up, down or don‟t knowpoints according to 
their belonging to up zone, downzone or no 
zone. From here on, only upand down points 

are considered. 
 

 
Fig.11: TOP_LINE and BOTTOM_LINE of busy zone 

for 3 samples. 
 

Then for each stroke, patterns like “down->up-
>down”, i.e. “any number of down points 
followed byany number of up points followed 
by any number ofdown points” within the 
stroke are found. If the pen tip goes fromdown 

zone to up zone and then again to down 
zone,two characters or modifiers may be 
touching in the upzone and hence the stroke 
may be segmented (fig. (12)).Candidate 
segmentation point is the highest point of 
upzone. For each stroke zero, one or morethan 
one such candidate points can be obtained. 

 

 
Fig. 12: Touching of AA and MA (up->down->up- 

>down->up). 

 
For “down->up->down”, from the first 
“down”,down most point is found. From 

second “down” also thedown most point is 
found. The point with higher row valueamong 
these two points is found. It is called 
“HIGHER_DOWN”. Then the candidate 
points are validated. Then strokes of input 
word are displayed in different colorsin one 
image and theVALIDATED_POINTS are 
drawn in redon the strokes. 

 
After this the candidate points are validated 
through different levels.  

First, through level-1 validation is 
done to check the position of thecandidate 
point with respect to position 
ofHIGHER_DOWN, BOTTOM_LINE of 

busy zone, andalso with respect to stroke 
height to avoid incorrectover-
segmentation.The following four conditions 
must be satisfied by the candidate 
segmentation point to designate it as 
VALIDATED_POINT: 
1. r(HIGHER_DOWN)-r(candidate 

point)>(height ofbusy zone*40%) 
2. r(HIGHER_DOWN)-r(candidate 
point)>(height of thestroke*30%) 
3. r(BOTTOM_LINE)-r(candidate 
point)>(height of busyzone*60%) 
4. r(down most point of the stroke)-
r(candidatepoint)>(height of the stroke*40%) 
where r(x) means row of point x. 

Then in Level-2 validation of candidate points 
are done using four different rules. These rules 
are generated based on the following two 
observations: 
 
Case A: End point of a stroke consisting of 
more thanone character is always at the right 

side of the startpoint of the stroke, as Bangla 
writing goes from left toright. 
 
Case B: If the stroke consists of only a 
character or apart of a character this 
relationship between start pointand end point 
does not always hold. But some of 
thesecharacters can have the “down->up-

down” patternwithin itself. 
 



 
 

As always the strokes which consists of more 
than one character are considered for 
segmentation, so only case-A is considered for 
segmentation. So those rules are: 

 
Rule-1: 

a) If any stroke‟s end point‟s column is not 
greater than (at the right side) the start point‟s 
column, candidate segmentation point is 
cancelled. 
b) End point of a connected stroke should be at 
the right side of previous validated 

segmentation point of the stroke. Here (a) 
prevents over-segmentation of characters when 
a character is the first character of the stroke 
and it ends at the left of stroke‟s start point 
(fig. (13)). (b) prevents over-segmentation of 
characters when a character is not the first 
character of the stroke and it ends at the left of 

its own start i.e. previous segmentation point 
(fig. (14)). 
 
Rule-2: Any candidate segmentation point 
(except for the first one) should be at the right 
side of previous candidate segmentation point 
of the stroke. If it is not satisfied, previous 

candidate point is marked to be deleted. Rule-2 
prevents over-segmentation of characters when 
a character is the first character of the stroke 
and it is joined with other character such that 
ideal segmentation point‟s column is near 
about that of over-segmentation point (fig. 
(15)). Rule-1 and Rule-2 prevent unacceptable 
over segmentation of the following 15 

characters: 
 
A („অ‟), AA („আ‟), BHA („ভ‟), TA („৩‟), E 

(„এ‟), AI („ঐ‟), NYA („ঞ‟), U („উ‟), UU („ঊ‟), 

JA („জ‟), DDA („ড‟), RRA („ড়‟), NGA („ঙ‟), O 

(„ ‟), AU („ঔ‟). 3 modifiers II, AU and YA 

may go from right to left. A stroke containing 

these may not be segmented because of rule-1 
(fig. (15)). 
 
Rule-3: For those which satisfy rule-1, check 
whether the latest “down” portion of the stroke 
goes under (crossing the same column) the 
start point or previous segmentation point of 

the stroke. If yes (true for the 15 characters 
(specified above) and modifier YA), do not 
segment. If no (for modifiers II and AU), 
segment the “up” portion which is just before 
the latest down portion of the stroke (fig. 
(16a)). 

Rule-4: Rule-3 can not prevent incorrect result 
for modifier YA, and hence another checking 
is necessary. For those who satisfy rule-3, 
check the length L of the stroke from start 

point or previous segmentation point to the 
point just before the last “down” portion of the 
stroke. Since part of a character should have 
less length than (character + YA) we can set a 
suitable threshold for distinguishing these two 
cases. If the length L is less than threshold, do 
not segment (applicable for single character), 
otherwise segment the “up” portion which is 

just before the latest down portion of the 
stroke (fig. (16b)). We found another joining 
pattern where highest point is not the ideal 
segmentation point. In this case we trace down 
(forward) to find the ideal point. The algorithm 
is as follows: 
HRS=highest row among all stroke starts of 

the word 
if HRS is in up zone AND r(candidate point) < 
HRS i.e., 
r(candidate point) is upper 

DIFFERENCE= HRS- r(candidate 
point) 

if DIFFERENCE>height of the 

stroke/3 
trace forward from segmentation point 

to a 
point A so that r(A) - r(candidate point) is at 
least 
"height of the stroke*30%" 

take point A as candidate point 
          end 

end 
Fig. 13 shows 2 types of joining (II + I and I + MA) in 2 words, 

where tracing forward is needed to find the correct segmentation 

point. If trace down is not applied, modifier II in the first word 

and I in the second word can not be recognized. 

 

Merits: 
 

In this approach Rule-1 and Rule-2 prevent 
unacceptable over segmentation of the 
following 15 characters: 
 

A („অ‟), AA („আ‟), BHA („ভ‟), TA („৩‟), E 

(„এ‟), AI („ঐ‟), NYA („ঞ‟), U („উ‟), UU („ঊ‟), 

JA („জ‟), DDA („ড‟), RRA („ড়‟), NGA („ঙ‟), O 

(„ ‟), AU („ঔ‟). But, a stroke containing 3 

modifiers II, AU and YA may not be 
segmented because of rule-1.  
 



 
 

But, rule-3 can segment a stroke containing 2 
modifiers II, AU and rule-4 can segment a 
stroke containing the modifierYA. 
 

The authors claimed that from the proposed 
system 97.67% segmentation accuracy was 
obtained after testing the system on 2000 
bangla words. But, I think it will suffer from 
following demerit.   
 
Demerits: 
 

If we consider the following word then as per 

the proposed approach in 

[3]correctsegmentation is not possible in the 

stroke marked by red colored arrow (The 

portion marked by red colored arrow is the 

single stroke) between ক and ম. 

 

 

As per the proposed approach in the said 

paper [3] the segmentation will be done at 

the point indicated by blue color arrow as 

in this paper it is told that segmentation 

will be done at thehighest point of up zone 

of the touching. But, that is not the correct 

segmentation point between ক and ম. 

 
IV.IVAnother Approach ofSegmentationof 
Online Bangla Handwritten Word using Busy 
Zone concept 

 
Another approach of Segmentation of Online 
Bangla Handwritten Word using busy zone 

concept has been proposed in [4] by Rajib 

Ghoshin 2013 to segment Online bangla 
handwritten word into its constituent basic 
strokes. The approach is discussed below. 

In this paper the proposed approach for 
segmentation is as follows: 

1) Consider the busy zone of the whole 
word. 

2) Find the minimum Y-coordinate (busy 
start) inside busy zone. 

3) Imagine an estimated headline which 
is just above the starting point of the 
busy zone which is located at (busy 
start-1). 

4) Calculate the distance of all the pixels 
of each stroke from the starting of the 

stroke. 
i.e. the distance of (x2, y2) from (x1, 

y1) is 

𝐷𝑖𝑠𝑡𝑎𝑛𝑐𝑒 =   (𝑥1− 𝑥2)2 + (𝑦1− 𝑦2)2 

5) Calculate the total_distance of all the 
pixels. 
i.e. 
total_distance=total_distance+distance 
(Where total_distance is initialized to 

0, and when a new stoke starts the 
total_distance is again initialized to 0) 

6) Check the downside movement of each 

stroke.  

7) Segment each stroke at that point where 

the downside movement starts , within the  

range of ±30 of the headline and whose 

total distance from the beginning and end 

of  

the stroke is greater than 25% of the length 

of that stroke.  

 

 

 
Fig. 14One word showing busy zone 

Merits: 
 

As in this approach the „Busy Zone‟ of the 
word image is considered and the 
segmentation is done within the upper 30% of 
the Busy Zone, so in this approach, almost in 



 
 

all the situations,the connected point of the 
adjacent characters will come within the upper 
30% of the Busy Zone of the word image. So, 
in this approach the result of the accuracy of 

the segmentation is much better than that of 
approach in [2]. This accuracy result is more 
than 80%. As a ratio of distance has been 
considered in step7, it prevents unacceptable 
over segmentation of the following 15 
characters: 
 
A („অ‟), AA („আ‟), BHA („ভ‟), TA („৩‟), E 

(„এ‟), AI („ঐ‟), NYA („ঞ‟), U („উ‟), UU („ঊ‟), 

JA („জ‟), DDA („ড‟), RRA („ড়‟), NGA („ঙ‟), O 

(„ ‟), AU („ঔ‟). 

 
Demerits: 

As a ratio of distance has been considered in 
step7, so in some words under-segmentation 

also arises because this threshold value is 
considered based on obtained experimental 
result. The value that gives maximum 
segmentation accuracy is considered, so it may 
not work on some data. 
 
IV.V Direction Code Based Features for 

Recognition of Online Handwritten Characters 
of Bangla 
 

In this paper [5] a directioncode based features 
are extracted for recognitionof online Bangla 

handwritten basic characters, but not for 

word.. In this work (in 2007) a new direction 
code histogram feature has been used for 
recognition of online bangla handwritten 

characters. 
 

a) Extraction of Subdivisions: 
 
In this work the whole trajectoryof the pen 
(corresponding to non-zero pressure)forming a 

character sample is divided into 
Nsubdivisions. Each character sample is 
composed of oneor more strokes and to 
determine the number ofsubdivisions of the i-
th stroke, its length (Li) is obtained by 
summing the distances between consecutive 
pointsforming the i-th stroke. The total length 

of the charactersample is obtained asL=∑Li. 
So, number of subdivisions of each stroke is Ni 
= round((Li N) /L). 
 

If the number of points (re-sampled) in an 

individualstroke i is not a multiple of Ni, 

then its constituentpoints (save for the two 

terminal or critical points) arere-sampled 

for the second time to obtain a new set of 

ni(nearest multiple of Ni) points which are 

approximatelyequidistant. 

 

b) Direction code representation of 

strokes: 

 

Letthe sequence of points in the i-th stroke 

be P1, P2, …,Pni, where ni is the final 

(after re-sampling) number ofpoints in the 

stroke. Now, let the angle made with the 

xaxiswhile moving from Pr to Pr+1 be αr, 

r = 1, 2, …, ni-1 ( 0 ≤α r< 360° ). Here, the 

change in direction whilemoving from one 

point to the next one is important.Thus, the 

directions from one point to the next along 

astroke can be effectively quantized into 

one of 8possible values, viz. 1,2,…,8 

according to theFreeman‟s direction code . 

Inparticular, if 337.5° ≤α r< 360° or 0° ≤α 

r < 22.5° ,then the corresponding direction 

code is 1. If22.5 + (k −1) × 45° ≤α r< 22.5 

+ k × 45° , then thedirection code is k+1, 

for k = 1,…,7. The initialdirection code in 

a stroke is assumed to be 0.Eachstroke of 

an input online handwritten pattern is 

thusrepresented interms of the direction 

codes.Thedirection code representation of 

one online charactersample is shown in 

Fig. 15. 

 
 

 
 

Fig. 15Directioncode representation of character sample 



 
 

c) Computation of features: 

 

In each of thesubdivisions, a local 

histogram of the direction codes 

iscalculated. Since the directions are 

quantized into oneof 8 possible values, viz. 

1, 2, …, 8, in addition to theinitial code 

„0‟, the histogram for each subdivision 

has9 components. Also, for the position 

information, coordinates of its CG (centre 

of gravity) asadditional features are used. 

Thus, the feature vector for 

eachsubdivision has 9+2 = 11 components. 

If there are Nsubdivisions (N = 10 in the 

present implementation) ofthe whole 

sequence, then the proposed feature 

vectorconsists of 11×N (110 in our 

implementation) components. 

 

Feature vector components corresponding 

to thedirection codes are normalized with 

respect to the totalnumber of points in each 

subdivision. On the otherhand, the feature 

components corresponding to the xandy- 

coordinates of the CG are normalized 

withrespect to the width and height of the 

character sample. 

 

 

 

d) Classification& Recognition 

Result: 
 

After computation of features the 

classification task is performed using 

Multilayer Perceptron (MLP) 

classifier.  

The authors claimed that the proposed 

recognition scheme using 

110dimensional feature vector and an 

MLP classifier with70 hidden nodes 

has provided recognition accuracies 

of93.90% on the training set and 

83.61% on the test setrespectively 

(with 5000 training and 2043 test 

samples). 

 

IV.VI Another approach of feature 

extractions of online handwritten 

bangla character recognition system 

 

Another approach of feature 

extractions has been proposed in [6] 

for Online bangla handwritten 

character recognition system by 

K.Roy, N.Sharma, T.Pal and U.Pal 
in 2007. 

 

a) Feature Extraction: 

 

Any online feature is very much 

sensitive to writingstroke sequence and 

size variation. Also, in BanglaMatra 

creates a lot of problem in online 

recognition.To overcome it, the 

Matrapresent in the charactersis 

detected and removed. The Matra of 

Bangla scriptis a digital straight line 

lies on the upper part of acharacter. 

 

The features calculated based on Matra    

are 

(1) The ratio of average value of x 

coordinate of theselected stroke to the 

length of the character, 

(2) The ratio of average value of y 

coordinate of theselected stroke to the 

width of the character, 

(3) Ratio of the length (L = ∑ li i = 

1..M whereli= (x
2
 + y

2
), x = xi– xi+1 and 

y = yi– yi+1) ofthe stroke to the length 

of the character, 

(4) Ratio of the area of the stroke to the 

characterand 

5) Ratio of aspect ratio of the stroke to 

that ofcharacter. 

 

A total of 5 features as discussed above 

arecalculated based on Matra. After 

feature detectionfrom Matra, it is then 

removed from the characterand the rest 

of the points of the characters are 

firstnormalized. The normalization is 

done in two stages.First the points are 

re-sampled to a fixed numberpoints 

(N) and then they are converted from 

equaltime sample to equal distant 



 
 

points. For examplesee Figure 16. 

Several local features have been 

studied,which include a normalized 

representation of theco-ordinates, a 

representation of the tangent 

slopeangle, a normalized curvature, the 

ratio of tangents,etc. 

 

The processed character is transformed 

into asequence t = [t1… tN] of feature 

vectors ti=(ti1; ti2; ti3)
T
. Here 

(1) ti1= (xi- µx)/ σy and ti2 = (yi - µy) 

/ σy are thepen co-ordinates normalized 

by the   meanµ= 1/N∑piand 

standard deviation,σy. 

(2) ti3 = arg((x i+1 –xi-1) + j *(yi+1– 

yi-1)), withj
2
 = -1 and "arg" the 

phase of the complex 

numberabove, is an approximation 

of the tangent slope angleat point i. 

Thus finally, a feature vector sequence is 

definedas t = [t1… tN], each vector of it as 

ti=(ti1; ti2; ti3)
T
is obtained. Here, N = 50 is 

considered.So a total of 155 (50 X 3 [3 for 

each point] + 5 [5features based on 

Matra]) features are used in theexperiment. 

 

 

 
 

Fig. 16   Feature extraction from a sample of character is 

shown. (a) Original image, (b) its normalized point used as 

feature (mapped into 50 points), (c) the normalized character. 
 

b) Classification& Recognition 

Result: 

 

Based on this 155 features, 

Classification of characters is 

carried out using quadratic 

classifier. 

 

A total of 15,000 characters (2500 digits 

andrest are characters) are collected for the 

experiment.Out of them 66.7% of the 

characters (digits) areused for the training 

of the classifier for the presentwork and 

rest is used for the testing purpose. The 

authors claimed that therecognition 

accuracy obtained was 91.13% for 

character and 98.42% for numerals. 

 
IV.VII Stroke Database Design for Online 
handwriting Recognition in Bangla 

 
In [7] the stroke database design, feature 
extraction, classification and one method of 
recognition for online bangla handwritten 

characters has been proposed by K.Roy in 

2012. 

 

a) Feature Extraction: 

In feature extraction, a total of 105 

(90+15) features are used for recognition. 

The features used are (i) Structural features 

(15) and (ii) Point based feature (90). 

 

i) Structural Features: 

 

Different Structural Features are 

considered like Gradient, Length by Width 

Ratio, Standard Deviation, Normalised 

start and end co-ordinates, Crossing of the 

lines etc. Some of these are discussed 

below. 

 

Normalised start and end co-ordinates: 

In this feature only the first and last co-

ordinates in thestrokes of a character 

considered. Taking the first and last co-

ordinates normalized them and stored them 

as feature. 

 

Crossing of the Lines: Here the co-

ordinate position of the crossing of the 

stroke is stored with itself as shown in 

figure 17. Inthis system only first two 

crossing are considered. 

 

 
Fig. 17 Crossing Points of a stroke 

 
 

 



 
 

ii) Point Based Features: 
It is same as discussed in [6]. 

b) Recognition: 
Recognition of Input Strokes: 

Based on the above-normalized features, a 

Multilayer Perceptron Neural Network 

based scheme was used for recognition 

ofthe strokes. The Multi Layer Perceptron 

Network (MLP) is, in general, a layered 

feed-forward network, 

pictoriallyrepresented with a directed 

acyclic graph. Each node in the graph 

stands for an artificial neuron of the MLP, 

and the labels ineach directed arc denote 

the strength of synaptic connection 

between two neurons and the direction of 

the signal flow in theMLP. For pattern 

classification, the number of neurons in 

the input layer of an MLP is determined 

by the number of featuresselected for 

representing the relevant patterns in the 

feature space and output layer by the 

number of classes in which theinput data 

belongs. The neurons in hidden and output 

layers compute the sigmoidal function on 

the sum of the products ofinput values and 

weight values of the corresponding 

connections to each neuron. 

Construction of valid characters from 

recognized strokes: 

Each character is recognised based on its 

recognized strokes. To do so, all the 

probable sequences of strokes arestored in 

a tree structure that makes a valid 

character into a database. The database has 

been designed using a tree structure to 

store the possible sequences of strokes of 

the characters. To storethe sequences a 

stroke is considered as a root. 

Fig. 18 represents the stroke sequences of 

„ছ‟. According to above tree structure, 

there exist two probable sequences of 

„ছ‟.The first sequence is and 

second is . 

The classifier returns a set of the 

recognized strokes with their 

corresponding confidence values.With 

these recognizedstrokes it will be tried to 

match those sequences with the stored 

sequence of strokes in the database. When 

a match will befound then the character 

recognized as a valid character and all the 

other combinations will be discarded. 

 

Fig. 18 Sample Tree Structure 

Result of the Recognition: 

The author claimed that the recognition 

rate for the isolated strokes was found to 

be 96.85% on the test set and the overall 

accuracy of the proposed scheme was 

88.23% without rejection. 

IV.VIII HMM Based Online Handwritten 
Bangla Character Recognition using Dirichlet 
Distributions 

 
In [8] a HMM based approach was proposed 
by C.Biswas, U.Bhattacharya in 2012 for 
Online Handwritten Bangla Character 
Recognitionusing Dirichlet Distributions. 
 

a) Stroke Features and their 

distribution: 
 
The center of gravity of a stroke is found. 
Then the length L of the stroke is defined as 
the sum of the Euclidean distances between Pi 

and Pi+1, i = 1, 2, _ _ _ ,N -1. In order to 
construct the other features of the stroke, three 
sets of extremum points are considered of a 



 
 

stroke in the following way. Consider three 
consecutive pointsPi -1, Pi and Pi+1.. Pi is said 
to be an extremum point if one of the 
following eight conditions holds. 

 

 xi is less than or equal to both xi-1 

and xi+1 

 yi is less than or equal to both yi-1  

and yi+1. 

 xi is greater than or equal to both 

xi-1 and xi+1. 

 yi is greater than or equal to both 

yi-1  and yi+1. 

 xi + yi is less than or equal to both 

xi-1 + yi-1and xi+1+ yi+1.  

 xi+yi is greater than or equal to 

both xi-1 + yi-1and xi+1+ yi+1. 

 xi-  yi is less than or equal to both 

xi-1 -  yi-1 and xi+1 -  yi+1. 

 xi-  yiis greater than or equal to 

both xi-1 -  yi-1 and xi+1 -  yi+1. 

 
In all the above eight cases, at least one 
inequalityshould hold. 
 
Let (Qj ; j = 1, 2,….., n)be the sequence of the 
extremum points as detected above in the same 

order asthey appear in the stroke sample. Now, 
the original strokesample is represented as a 
polyline by joining the pointsQj and Qj+1 (j = 1, 
2,….., n-1) by a line segment. By replacing the 
points {Pi}by the points {Qj}, the size of the 
stroke is reduced without losing much 
information about the shapeand structural 
information of the stroke. 

 
The whole range of [0, 360) is divided into 8 
disjointintervals of width 45 each. The k-th 
interval is definedby (k-1)x 45- 22.5 <= ⱷ< (k-
1)x 45+22.5, (k =1, 2,…, 8).Now, for all j, the 
j-th segment is placedin the k-th bin Bk. Now 
the stroke features {Uk, k = 1, 2,…., 8) are 

defined such that Uk is the sum of the lengths 
of the segmentsbelonging to the k-th interval. 
 
Here it is assumed that for a stroke class, the 
feature vector follows a probability 
distribution. A natural choice for (U1,…,U8) 
is the Dirichlet distributionand that for (X, Y, 

L) is a trivariate normal distribution.It is 
assumed here that the 
featuresU1,…,U8areindependent of the 
featuresX, Y, L. 

b) HMM classifier for handwritten 

character recognition: 

 

The hidden Markov model (HMM) is a doubly 
embedded stochastic process with an 

underlying stochasticprocess that is not 
observable (it is hidden), but can onlybe 
observed through another set of stochastic 
processesthat produce the sequence of 
observations.The HMM may be discrete or 
continuous depending on whether the 
observation vectors emanating froma state 

follow a continuous probability density 
functionor a discrete probability distribution. 
Quite often continuous observations are 
quantized as discrete signals sothat a discrete 
HMMcan be used. 
 
Proposed HMM Classifier 

 

An HMM with the state space S = {s1,….,sr) 
and state sequence Q = q1,….,qT is defined 
as(∏,A,B) where the initial state distribution is 
given by∏ = {∏i}, ∏i = Prob (q1 = si), the 
time-homogeneousstate transition probability 
distribution by A ={aij}where aij = Prob (qt+1 = 
sj / qt = si) and the observation symbol 

probability distributions by B = {bi}where 
bi(Ot) is the distribution for state i and Ot is 
theobservation at instant t. The HMM here is 
continuousand fully connected. 
 
The problem now is how to efficiently 
computeP(O/∂), the probability of an 

observation sequenceO = O1,…,OT given a 
model ∂ =(∏,A,B). For aclassifier of K classes 
of patterns, K separate HMMs are there and 
are denoted by ∂j , j = 1,…,K.Let an input 
pattern X of an unknown class have an 
observationsequence O. The probability 
P(O/∂j) is computed foreach model ∂j andX is 
assigned to class c whosemodelshows the 

highest probability. That is, 
c = arg maxP(O/∂j) 

1≤j≤k 

 

c) Result of the Experiment 

The author claimed that the recognition 
accuracy based on the test set is found to be 
91.85%. 
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